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Abstract: Missing values usually create a noisy 

environment in all engineering applications and 

becomes an unavoidable problem in data management 

and analysis. Various techniques have been developed 

with great successes on dealing with the missing values 

in data sets with homogeneous and heterogeneous 

attributes. For homogeneous data, Sequential method is 

compared with the special case of the closest fit 

principle: replacing missing attribute values by most 

common value from the concept or by filling globally 

or by mean. This paper studies a new setting of missing 

data imputation, i.e., imputing missing data in data sets 

with heterogeneous attributes on local and global class 

combined with kernel functions, referred to as 

imputing mixed-attribute data sets. The proposed 

method is evaluated with the extensive experiments 

compared with few data sets collected from the UCI 

repository, and the result demonstrates that the 

proposed approach is better than the existing 

imputation methods in terms of classification accuracy. 
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I. INTRODUCTION 
 

Recently on data mining, (i.e.)., discovering knowledge 

from the raw data, needs receiving a lot of attention. In 

this paper, the main focus is on missing attribute values 

which brings a special kind of imperfection and 

inconsistency. Rules are induced from the given input 

data sets based on algorithm of sequential methods and 

kernel functions. Often in real-life data some of the 

attribute values are missing (or unknown). Many 

approaches to handle missing attribute values are 

studied in [1, 2, and 3].  

 

In this paper the main idea discussed on the closest fit 

idea. The closest fit algorithm for the missing attribute 

values is based on replacing the missing attribute value 

by the existing values of the same attribute were as in 

another case resembles as much as possible the case 

with the missing attribute values. In searching of the 

closest fit case, compare two vectors of attribute values 

of the given case with the missing attribute values and 

with searched case and closest fitting cases within the 

same concept, i.e., among all the cases. The former 

algorithm as defined is called concept closest fit; the 

latter defined is called global closest fit. 

 

[7] Let’s assume that input data for data mining are 

presented in a form of decision table (or data set) in 

which cases (records) are described by the attributes 

(independent variables) and decision (dependent 

variable). The set of all cases with same decision value 

is called a concept. Few theoretical properties of 

datasets with missing attribute values were studied in 

[4], [5], and [6]. In general, the methods to handle 

missing attribute values belong either to sequential 

methods (called pre-processing methods) or parallel 

methods.  

 

Imputation of the mixed-attribute data sets can be taken 

as a new problem in missing data imputation by 

analyzing discrete and continuous attributes. The 

challenging issues include such as how measuring on 

the relationship between instances in a mixed-attribute 

data set, using the observed data in the data set. To 

address this issue, the research proposes the 

nonparametric iterative imputation method based on a 

mixture kernel for estimating missing values in mixed-

attribute data sets. A mixture of kernel functions (linear 

combination of two single kernel functions, called 

mixture kernel) is designed such that the mixture 

kernel is used to replace the single kernel function. The 

proposed algorithm is experimentally evaluated in 

terms of classification accuracy with different data sets, 

such as the nonparametric imputation method with a 212 
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single kernel and mixed kernel locally and 

globally. These experiments were conducted on UCI 

data sets at different missing ratios. 

 

II. RELATED WORK 
 

2.1 SEQUENTIAL METHODS: 

 

Sequential methods actually include techniques based 

on deleting cases of missing attribute values, replacing 

missing attribute value by most common value of that 

attribute, replacing the missing attribute value by mean 

for numerical attribute values, assigning to a missing 

attribute value by the corresponding value taken from 

the closest fit case, or replacing the missing attribute 

value by a new value, computed from new data set, 

considering the original attribute as a decision. 

 

In sequential methods the handling of missing attribute 

values original in-complete data sets, with the missing 

attribute values, are converted into the whole complete 

data sets were as the main process, (e.g., rule induction, 

SVM) is concluded with accuracy [7,8,9,10]. 

 

2.1.1 DELETING ALL CASES WITH MISSING 

ATTRIBUTE VALUES [22] 

 
This method is totally based on ignoring all cases with 

missing attribute values. It is otherwise called as list 

wise deletion or case wise deletion. All the cases with 

missing attribute values are deleted from the whole 

data set. Obviously, a lot more information is missing 

because of deletion. However, there are some reasons 

[12], [13] to consider it a good method. 

 

2.1.2 MOST COMMON VALUE OF AN ATTRIBUTE 

[7] 

 
This method is one of the simplest methods to handle 

missing attribute values, such values are replaced by 

most common value of the attribute or considered with 

concept. In other words, a missing attribute value is 

replaced by most probable known attribute value. 

Previously, this method of handling missing attribute 

values is enhanced and implemented, e.g., in CN2 [11].  

 

Let’s say that attribute a with missing attribute value 

for the case x from concept C and value of a for x is 

missing. Hence this missing attribute value exchanged 

by known attribute value for which the conditional 

probability P (known value of a for case x |C) is the 

largest. This method already been implemented, e.g., in 

ASSISTANT [14].  

 

2.1.3 REPLACING MISSING ATTRIBUTE VALUES 

BY ATTRIBUTE MEAN [7] 

 

This method used for data sets with numerical 

attributes. In this method, every missing attribute value 

for the numerical attribute replaced by the arithmetic 

mean of all known attribute values attribute or 

considered with concept. The mean of all the known 

attribute values are replaced in place of missing value 

instances.  

 

2.1.4 GLOBAL CLOSEST FIT [7] 

 

The global closest fit method [15] based on replacing 

the missing attribute value by all the known values in 

another case that resembles as much as possible the 

case with all the missing attribute values. In searching 

of the closest fit case, compare two vectors of attribute 

values, one vector corresponds to the case with the 

missing attribute value, other vector is a candidate for 

the closest fit. This kind of search conducted for all the 

cases, hence the name global closest fit. For each case 

the distance is computed, the case for which the 

distance is smallest considered as the closest fitting 

case used to fill all the missing attribute value. 

 Let x and y be two cases. The distance between cases x 

and y is computed as follows, 

 
Where ‘r’ is difference between highest and lowest of 

known values of the numerical attribute with missing 

value. If there is a tie for two cases between with the 

same distance, a kind of heuristics is necessary. 

 

2.1.5 CONCEPT CLOSEST FIT [7] 

 
This method is much similar to the global closest fit 

method. The difference is that the original data set, 

containing missing attribute values, is first split the 

original data set into the smaller data sets, each smaller 

data set corresponds to the concept from the original 

data set. More precisely, every smaller dataset 

constructed from one of the original concept data set, 

by restricting the cases to the concept.  

 

2.2 PROPOSED SYSTEM: 

 

In the proposed system the nonparametric iterative 

imputation algorithm is extended from a single kernel 

to a mixture of kernels. As discussed in the previous 

paragraphs about kernel functions, a mixture kernel 

function is proposed by combining discrete kernel 

function with a continuous one presented in [15]. 

Furthermore, a new estimator is constructed based on 

the mixture kernel by taking local class and global 
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class [16]. The nonparametric iterative 

imputation algorithm is designed and simply analyzed.

 

2.3 CLASSIFICATION OF SVM: 

 

Support Vector Machine [7, 8] is a learning machine 

used as a tool for the data classification, function 

approximation, etc, due to its main generalization 

ability, and has found success in many applications. 

The SVM has been studied extensively for 

classification, regression and density estimation. 

Feature of Support Vector Machine is that it minimizes 

the upper bound of generalization area error through

maximizing the margin between the separating

hyper plane and dataset. The SVM classifier actually 

shows a great performance since it maps the features to 

a higher dimensional space.  

 
Fig 1:  SVM separated Hyper plane

Support vector machine actually constructs a 

plane or the set of hyper planes in a high 

dimensional space, which is mainly 

classification, regression, or other tasks. T

plane called functional margin is created, as defined

general the larger the margin the lower the 

generalization error of the SVM classifier. 

[8] To overcome the finite dimensional space, 

proposed function introduced that the original finite

dimensional space be mapped into the 

dimensional space, making the separation easier in

space by defining them in the terms of a 

function [16].  

Fig 2: Linear, Non-Linear and Kernel

 

2.3.1 Polynomial Kernel: 

The polynomial kernel is a kernel function

commonly used with the support vector machines
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Kernel SVM 

kernel function that is 

support vector machines 

(SVMs) and other kernelized models that

similarity of vectors in a feature space over 

polynomials of the original variables

For degree-d polynomials, the polynomial kernel is 

defined as, 

where x and y are vectors in the input space

of features computed from training or test samples and 

c ≥ 0 is a free parameter. When c

called homogeneous.  

2.3.2 Radial Basis Kernel: 

The (Gaussian) or radial basis function

kernel, is a popular kernel function

kernelized learning algorithms[16]. The RBF kernel on 

two samples x and x', represented as feature vectors in 

some input space, is defined as 

 may be recognized as the 

Euclidean distance between the two feature vectors. 

is a free parameter.  

III. DESCRIPTION OF DATA SET AND 

EXPERIMENTAL RESULTS

 

This datasets are retrieved from UCI Machine 

Learning. First, a numerical data set of 

data set is taken and analysed with 

Then the mixed attribute data sets 

adult are taken and analysed with SVM classification.

This experiment is implemented using R

using packages in R-studio.  

 

3.1 FLOW DIAGRAM:  

Fig 3: Flow diagram for over existing system
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polynomials, the polynomial kernel is 

 

input space, i.e. vectors 

of features computed from training or test samples and 

c = 0, the kernel is 

radial basis function kernel, or RBF 

kernel function used in various 

. The RBF kernel on 

two samples x and x', represented as feature vectors in 

 

may be recognized as the squared 

between the two feature vectors. 

DESCRIPTION OF DATA SET AND 

EXPERIMENTAL RESULTS 

retrieved from UCI Machine 

numerical data set of Breast cancer 

data set is taken and analysed with SVM classification. 

Then the mixed attribute data sets credit analysis and 

are taken and analysed with SVM classification. 

This experiment is implemented using R-Language 

 
diagram for over existing system 
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3.2 EXPERIMENTAL RESULTS 

Initially the results of all the data sets are observed 

with the R-Studio(R-Language) by using packages like 

caret, gdata, e1071, Rough sets, etc… The attributes 

are described below, 

 

Table 1 Data set attribute information. 

The output from attributes is to predict the class. This 

is known as the supervised learning. 

3.2.1 Pre-processing: SVM classification: 

In this section, [9] the pre-processing step is performed 

to deal with the accuracy of before filling missing 

values to improve the classification results. Data pre-

processing is done to eliminate the incomplete, noisy 

and inconsistent data. Data must be pre-processed in 

order to perform any data mining functionality.  

 

Table 2: Accuracy of Datasets before filling missing 

values (NA) using SVM 

 

Table 3: Accuracy of Datasets of filling missing values 

(NA) using SVM Kernel function 

3.2.2 Global closest fit: 

The global closes fit method is based on replacing a 

missing attribute value by the known value in another 

case that resembles as much as possible the case with 

the missing attribute value. By comparing two vectors 

and measuring its distance. 

 

Table 4: Accuracy of Datasets after filling missing 

values by global closest fit using SVM  

 

3.2.3 Concept closest fit: 

This method is similar to the global closest fit method. 

The difference is that the original data set, containing 

missing attribute values split into smaller with respect 

to concept of cases. For each smaller data set global 

closest fit is applied and integrated into one. 

 

Table 5: Accuracy of Datasets after filling missing 

values by concept closest fit using SVM 

3.2.4 Most Common Value: 

This method of handling missing attribute values are 

replaced by most common value of the attribute (i.e.) 

most probable known attribute value. 
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Table 6: Accuracy of Datasets after filling missing 

values by most common value using SVM 

3.2.5 Mean: 

This method replaces every missing attribute by the 

arithmetic mean of all known attribute values. 

 

Table 7: Accuracy of Datasets after filling missing 

values by mean value using SVM 

3.2.6 Median: 

This method replaces every missing attribute by 

median of considering known attribute values. 

 

Table 8: Accuracy of Datasets after filling missing 

values by median value using SVM 

3.2.7 Deletion Case: 

It is used for handling missing values by just deleting 

all the missing value instances (i.e., NA).  

 

Table 9: Filled missing values using deletion (deleted 

NA instances) and its accuracy using SVM 

IV. PERFORMANCE MEASURE 

These performance metrics are formally defined as 

Recall, Precision, F-Measure, and Accuracy. 

Table 10: PERFORMANCE MEASURE 

 

4.1 Graphical representation: 

Breast Cancer Data Set 
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Credit Analysis Data Set 

 

Adult Data Set 

 

Fig 4: Graphical representation for performance 

measure 

V. CONCLUSION 

Methods based on multiple ways of imputation on 

handling missing values coupled with support vector 

machine classifier is found to be the most suited 

technique for the imputation of missing values handled 

to a significant enhancement of different procedures 

and from the above performance measure predicts the 

better results for mean and most common value. 

Therefore Classification accuracy of SVM with kernel 

function is very much predictable for the missing 

values imputed by the sequential methods for the 

mixed attribute data set. 
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