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Abstract: Missing values usually create a noisy
environment in all engineering applications and
becomes an unavoidable problem in data management
and analysis. Various techniques have been developed
with great successes on dealing with the missing values
in data sets with homogeneous and heterogeneous
attributes. For homogeneous data, Sequential method is
compared with the special case of the closest fit
principle: replacing missing attribute values by most
common value from the concept or by filling globally
or by mean. This paper studies a new setting of missing
data imputation, i.e., imputing missing data in data sets

I. INTRODUCTION

Recently on data mining, (i.e.)., discovering knowledge
from the raw data, needs receiving a lot of attention. In
this paper, the main focus is on missing attribute values
which brings a special kind of imperfection and
inconsistency. Rules are induced from the given input
data sets based on algorithm of sequential methods and
kernel functions. Often in real-life data some of the
attribute values are missing (or unknown). Many
approaches to handle missing attribute values are
studied in [1, 2, and 3].

In this paper the main idea discussed on the closest fit
idea. The closest fit algorithm for the missing attribute
values is based on replacing the missing attribute value
by the existing values of the same attribute were as in
another case resembles as much as possible the case
with the missing attribute values. In searching of the
closest fit case, compare two vectors of attribute values
of the given case with the missing attribute values and
with searched case and closest fitting cases within the
same concept, i.e., among all the cases. The former
algorithm as defined is called concept closest fit; the
latter defined is called global closest fit.

with heterogeneous attributes on local and global class
combined with kernel functions, referred to as
imputing mixed-attribute data sets. The proposed
method is evaluated with the extensive experiments
compared with few data sets collected from the UCI
repository, and the result demonstrates that the
proposed approach is better than the existing
imputation methods in terms of classification accuracy.

Keywords: Missing attribute values, sequential and
parallel, closes fit, most common value, mean, kernel,
data set.

[7] Let’s assume that input data for data mining are
presented in a form of decision table (or data set) in
which cases (records) are described by the attributes
(independent variables) and decision (dependent
variable). The set of all cases with same decision value
is called a concept. Few theoretical properties of
datasets with missing attribute values were studied in
[4], [5], and [6]. In general, the methods to handle
missing attribute values belong either to sequential
methods (called pre-processing methods) or parallel
methods.

Imputation of the mixed-attribute data sets can be taken
as a new problem in missing data imputation by
analyzing discrete and continuous attributes. The
challenging issues include such as how measuring on
the relationship between instances in a mixed-attribute
data set, using the observed data in the data set. To
address this issue, the research proposes the
nonparametric iterative imputation method based on a
mixture kernel for estimating missing values in mixed-
attribute data sets. A mixture of kernel functions (linear
combination of two single kernel functions, called
mixture kernel) is designed such that the mixture
kernel is used to replace the single kernel function. The
proposed algorithm is experimentally evaluated in
terms of classification accuracy with different data sets,
such as the nonparametric imputation method with a
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single kernel and mixed kernel locally and
globally. These experiments were conducted on UCI
data sets at different missing ratios.

II. RELATED WORK
2.1 SEQUENTIAL METHODS:

Sequential methods actually include techniques based
on deleting cases of missing attribute values, replacing
missing attribute value by most common value of that
attribute, replacing the missing attribute value by mean
for numerical attribute values, assigning to a missing
attribute value by the corresponding value taken from
the closest fit case, or replacing the missing attribute
value by a new value, computed from new data set,
considering the original attribute as a decision.

In sequential methods the handling of missing attribute
values original in-complete data sets, with the missing
attribute values, are converted into the whole complete
data sets were as the main process, (e.g., rule induction,
SVM) is concluded with accuracy [7,8,9,10].

2.1.1 DELETING ALL CASES WITH MISSING
ATTRIBUTE VALUES [22]

This method is totally based on ignoring all cases with
missing attribute values. It is otherwise called as list
wise deletion or case wise deletion. All the cases with
missing attribute values are deleted from the whole
data set. Obviously, a lot more information is missing
because of deletion. However, there are some reasons
[12], [13] to consider it a good method.

2.1.2 MOST COMMON VALUE OF AN ATTRIBUTE
[71

This method is one of the simplest methods to handle
missing attribute values, such values are replaced by
most common value of the attribute or considered with
concept. In other words, a missing attribute value is
replaced by most probable known attribute value.
Previously, this method of handling missing attribute
values is enhanced and implemented, e.g., in CN2 [11].

Let’s say that attribute @ with missing attribute value
for the case x from concept C and value of a for x is
missing. Hence this missing attribute value exchanged
by known attribute value for which the conditional
probability P (known value of a for case x 1C) is the
largest. This method already been implemented, e.g., in
ASSISTANT [14].

2.1.3 REPLACING MISSING ATTRIBUTE VALUES
BY ATTRIBUTE MEAN [7]

This method used for data sets with numerical
attributes. In this method, every missing attribute value
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for the numerical attribute replaced by the arithmetic
mean of all known attribute values attribute or
considered with concept. The mean of all the known
attribute values are replaced in place of missing value
instances.

2.1.4 GLOBAL CLOSEST FIT [7]

The global closest fit method [15] based on replacing
the missing attribute value by all the known values in
another case that resembles as much as possible the
case with all the missing attribute values. In searching
of the closest fit case, compare two vectors of attribute
values, one vector corresponds to the case with the
missing attribute value, other vector is a candidate for
the closest fit. This kind of search conducted for all the
cases, hence the name global closest fit. For each case
the distance is computed, the case for which the
distance is smallest considered as the closest fitting
case used to fill all the missing attribute value.
Let x and y be two cases. The distance between cases x
and y is computed as follows,
distance (ryl= T distance |24, 3 ),
e

=l
where

b ifr=y,

y ! 1 if x and y are symbolic and 2; # g,
matance T, il = R T a
o orr =, :'.'.:_,

; if I and I are numbers and 2 =i,

Where ‘r’ is difference between highest and lowest of
known values of the numerical attribute with missing
value. If there is a tie for two cases between with the
same distance, a kind of heuristics is necessary.

2.1.5 CONCEPT CLOSEST FIT [7]

This method is much similar to the global closest fit
method. The difference is that the original data set,
containing missing attribute values, is first split the
original data set into the smaller data sets, each smaller
data set corresponds to the concept from the original
data set. More precisely, every smaller dataset
constructed from one of the original concept data set,
by restricting the cases to the concept.

2.2 PROPOSED SYSTEM:

In the proposed system the nonparametric iterative
imputation algorithm is extended from a single kernel
to a mixture of kernels. As discussed in the previous
paragraphs about kernel functions, a mixture kernel
function is proposed by combining discrete kernel
function with a continuous one presented in [15].
Furthermore, a new estimator is constructed based on
the mixture kernel by taking local class and global
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class [16]. The nonparametric iterative
imputation algorithm is designed and simply analyzed.

2.3 CLASSIFICATION OF SVM:

Support Vector Machine [7, 8] is a learning machine
used as a tool for the data classification, function
approximation, etc, due to its main generalization
ability, and has found success in many applications.
The SVM has been studied extensively for
classification, regression and density estimation.
Feature of Support Vector Machine is that it minimizes
the upper bound of generalization area error through
maximizing the margin between the separating of
hyper plane and dataset. The SVM classifier actually
shows a great performance since it maps the features to
a higher dimeilsional space.

: ya Q. :&
Fig 1: SVM separated Hyper plane

Support vector machine actually constructs a hyper
plane or the set of hyper planes in a high or infinite
dimensional space, which is mainly used for
classification, regression, or other tasks. The hyper
plane called functional margin is created, as defined in
general the larger the margin the lower the
generalization error of the SVM classifier.

[8] To overcome the finite dimensional space, a
proposed function introduced that the original finite-
dimensional space be mapped into the higher-
dimensional space, making the separation easier in
space by defining them in the terms of a kernel
function [16].

Fig 2: Linear, Non-Linear and Kernel SVM

2.3.1 Polynomial Kernel:

The polynomial kernel is a kernel function that is
commonly used with the support vector machines
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(SVMs) and other kernelized models that represent the
similarity of vectors in a feature space over
polynomials of the original variables[16].

For degree-d polynomials, the polynomial kernel is
defined as,

K(z,y) = {ITy—I— c)‘i

where x and y are vectors in the input space, i.e. vectors
of features computed from training or test samples and
¢ > 0 is a free parameter. When ¢ = 0, the kernel is
called homogeneous.

2.3.2 Radial Basis Kernel:

The (Gaussian) or radial basis function kernel, or RBF
kernel, is a popular kernel function used in various
kernelized learning algorithms[16]. The RBF kernel on
two samples x and x', represented as feature vectors in
some input space, is defined as

[l = x'[[*)
1

K(x,x') =exp (— o)

£
| |X —X | | may be recognized as the squared
Euclidean distance between the two feature vectors. (F
is a free parameter.

III. DESCRIPTION OF DATA SET AND
EXPERIMENTAL RESULTS

This datasets are retrieved from UCI Machine
Learning. First, a numerical data set of Breast cancer
data set is taken and analysed with SVM classification.
Then the mixed attribute data sets credit analysis and
adult are taken and analysed with SVM classification.
This experiment is implemented using R-Language
using packages in R-studio.

3.1 FLOW DIAGRAM:

HANDLING MIESING L]

TRAINENG 52T
* [ " VALUES I -

DATA COLLECTION +—

y. A——
TESTRNG SET FEDACTION

L]
PERFORMANCE
MEASURE

Fig 3: Flow diagram for over existing system
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3.2 EXPERIMENTAL RESULTS

Initially the results of all the data sets are observed
with the R-Studio(R-Language) by using packages like
caret, gdata, e1071, Rough sets, etc... The attributes
are described below,

S.No Breast cancer Credit Analysis Adult
1 Sample code number b a age
2 Clump Thickness continuous workclass
3. Uniformity of Cell continuous fnlwgt

Size
4. Uniformity of Cell v, Lt education
Shape
] Marginal Adhesion E.P. BB education
6 Single Epithelial Cell | c.d, cc.i,j.kom.r.q. W, marital-status
Size x, & 2, ff

T Bare Nuclei v bbb, j,n, z dd, ff. o occupation
g Bland Clromatin continuous relationship
9. Normal Nucleoli i race
10 Miroses tf sex
1L continuous capital-gain
12. 1 f capital-loss
13. B.p.8 hours-per-week
14. continuous nalive-country
15. continwous

Class 2 for benign, 4 for +- >50K, «=50K

malignant

Table 1 Data set attribute information.

The output from attributes is to predict the class. This
is known as the supervised learning.

3.2.1 Pre-processing: SVM classification:

In this section, [9] the pre-processing step is performed
to deal with the accuracy of before filling missing
values to improve the classification results. Data pre-
processing is done to eliminate the incomplete, noisy
and inconsistent data. Data must be pre-processed in
order to perform any data mining functionality.

SWM Classification

| Classification | Breast cancer | Credit Analysis |  Adult |
| Prior Filling | 0.9867 | 08118 | 08214 |

Table 2: Accuracy of Datasets before filling missing
values (NA) using SVM

Credit Amabysis Data St

Metheds Acturacy Semsitivity Specilicity
Before | After | Before | After | Before | After
| Fllng | Filisg | Fiing | Filiag | Filng | Filing
Kemel Fuscice DELIE | D475 07745 DTRET | 08676 0.9381

Adult Data S2t

Metheds Accuracy Semsitivity Specificity
Befors After Befors After Before After
Filling | Filling | Fillmg Filing | Filing | Filling

| Home Fuscuos | 0.8214 | 05412 | 001 | 07991 ) 06182 | 08912 |

Table 3: Accuracy of Datasets of filling missing values
(NA) using SVM Kernel function
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3.2.2 Global closest fit:

The global closes fit method is based on replacing a
missing attribute value by the known value in another
case that resembles as much as possible the case with
the missing attribute value. By comparing two vectors
and measuring its distance.

Breast Cancer [ata Set

Mithads Agcuracy Semsitivity Specificity

Before Affter Before Alfter Before After
Filing | Filling | Filing | Filling | Filling | Filling
Global Clesen Fit 09867 | 0.5886 0986 | 05932 | 09464 | 05783

Credit Analviis Dats Set

Mothads Atcuracy Semsitivity acificity
Before | Afier Belore Alfffer Before Alber
Filling | Filling Filling | Filling | Filling Fillmg

Glebal Closest Fit 08118 | 08171 07745 | 0.7747 08676 | 0.5767

Adule Drata Ser

Metheds Accuracy Semsitivity Specificity
Belore Afier Belore Alfiier Belore Alver
Filing | Fillng | Filiog | Fillng | Filing | Fillo

Global Closest Fit_| 08214 | 0%221 | 07581 | 07989 | ORIE? | @.8213

Table 4: Accuracy of Datasets after filling missing
values by global closest fit using SVM

3.2.3 Concept closest fit:

This method is similar to the global closest fit method.
The difference is that the original data set, containing
missing attribute values split into smaller with respect
to concept of cases. For each smaller data set global
closest fit is applied and integrated into one.

Ereast Cancer Dhata Set

Wethods Acowracy Eensitivity Specificity

Before | Afier | Defore | After | Before | Affer
Filling | Filing | Filing | Filling | Filling | Filling
Concept Closest Fiz_|_ 00867 | 00875 | 00836 | 09016 | 00464 | 00756

Credit Analvss Data Set

Methods Acemracy Sensitivity | Specificity
Bafors | Afar | Bafors | Aftar | Bafors | Afier

Filling Fillimg Filling Fillimg | Filling Fillimg:
Concept Closess Fis | 08118 OE162 0.7745 07744 05676 O RGTE

Avibult Dina Set

Mithids Asemracy Semsitvity Speecili
Bafore Afier Before Afer Belore After
2 Filny | Viay | Fillag | Filley | Fillugy | Filagp
Conceps Clopess Fit DB LiE PR ] 0. 1981 0.7 DEIET DEI1G

Table 5: Accuracy of Datasets after filling missing
values by concept closest fit using SVM

3.2.4 Most Common Value:

This method of handling missing attribute values are
replaced by most common value of the attribute (i.e.)
most probable known attribute value.



ISSN 2394-3777 (Print)
ISSN 2394-3785 (Online)
Available online at www.ijartet.com

International Journal of Advanced Research Trends in Engineering and Technology (IJARTET)
Vol. 3, Special Issue 20, April 2016

3.2.7 Deletion Case:

Breast Cancer Data Set
Methods | Accuracy Semsitivity Specific
Before | After Before Afer Before
Filling | Fillimg Filling Filling | Filling
Mest Commen Value | 05867 1.0 10,9826 (K] 09464
Credit Analysis Data Set
Methids A Semsitivity Speecific
Before | Alter Before Alier Before
Filling | Fillin, Fillim Fillim Fillin,
Most Commson Value | 08118 | 08182 07745 07767 | DB&TE
Adih Data S&
Methods Accuracy i Specific
Before | After Before Afver Before
Fillimg | Filling Filling Filling Filling
Most Common Value | 0.8214 | 08240 | 0.7981 081 O.B182

Table 6: Accuracy of Datasets after filling missing

It is used for handling missing values by just deleting

all the missing value instances (i.e., NA).

Breast Cancer Data Set

values by most common value using SVM
3.2.5 Mean:

This method replaces every missing attribute by the

Meihods Accaracy Sensitiv Specificity |
Baefore After Before Afber Before Adfter
Filling | Filling Fillling Fillling Filling Filling
Deletion case 09867 | 09868 09826 0.9825 09464 0.9465
Credit Anabysis Data Set
B Methads Accuracy Sensitivi Specificity
Before | After Before After Before After
Filling | Filling Filling Filling Filling Filling
Deeletion case 0R11R | D.E1OS 07745 0.7748 08676 08677
Adult Data Set
Methods Accaracy ificity |
Befors After Befors After Befors After
Filling | Fi F Fillin, F
Deeletion case 08214 | DE2S 07981 07582 08182 0.8191

arithmetic mean of all known attribute values.

Bireast Cancer Data Set

Mathods Atcuracy Scmshtiviey
Belore|  After Befors After Belorn Alier
Filling | Filling Filling | Filling Fillimg Filling
Mean 0.9867 | 10 09825 | 1.0 09464 | 10
Credit Analysis Deta 5=t
Mllethiods Accuracy Sty Specificiiy
Before | After Before | Afier Refnre Adber
Filling | Filling | Filling -.._E“?._ ) Filling | Fillig |
Mean 08118 | OBHT 07745 | G767 (i85 OBTH5
Audul Data Sec
Mathods A Sensaviy Spvailicry
Befors | After Belore After Helfors Afier
Filling | Filling i i Filling Fillimg
Mean 08714 | 0EF'5 | Doal | DAiss DHIEY | 0831 |

Table 7: Accuracy of Datasets after filling missing
values by mean value using SVM

3.2.6 Median:

Table 9: Filled missing values using deletion (deleted
NA instances) and its accuracy using SVM

IV. PERFORMANCE MEASURE

These performance metrics are formally defined as
Recall, Precision, F-Measure, and Accuracy.

Table 10: PERFORMANCE MEASURE

Compaom @ primems e o vwew makod: of g maag e waly
TN ok Bcrsin o 1% of ming vl i

Compaiva w prfimance pnran of vt waboh o Siay wrisy i oing
VM dmadicatan - b ¥y o maving vl et

Mot Commmn Vilir | (187
M s
Wi | GBF
Damtiw | 086

[T5]
[175]

Modis ]

5] o8 | Of
| DrdesCae  0N[Y

[T AN

This method replaces every missing attribute by
median of considering known attribute values.

Breast Cancer Data Ser

Compans . periommst wewwt o v ok of g g i
TN e - (o Py of ming vudoes mensens

Compusiven on perfamance wowwwr of varwms oy of Sliny wovng ralues wing
VM deatiratn - e $ of misng nibens poten

Maethods Accuracy Sensitivi S v
Before | Alter Before After Before After
Fillin, Fi Fillin Fillin Fi Fillin
Median 09867 10 [ELF 0.5 05464 0.9%
Credit Analysis Data Ser
Methods Accura S ity & i
Before Adfeer Before Adter Before Adfter
Filling | Filling | Fi Filling | F Filling
Median D.EILE | D.8245 07745 | 0.7E1S 0.E6T6 | D.8712
Adulr Data Sec
Aethods Accuracy Sensitivity Spocilicity
Bofore Adwer Bofore Aftor Before Adftor
Filling | Filli Filling | Filling | Filimg | Filling
Median 08214 | 08258 07981 | 0.7999 08182 | 08196

Table 8: Accuracy of Datasets after filling missing
values by median value using SVM

[y g Vo Sy
BrsiCincar | Tt Aol [ Broas Conser | Covlet sk b
Bebww | hbur | Belw | dbor | Bk | Dol Ay : Beors | Al | Babre | A |
Wiy | Tl | Tl | il | il | | | il
Y | RRL TGl | e | e Glohal Clost i | 09118 | D9R1D | O | DSBS [ GNIET [ ARDS
] R ) ol | 0Ees | X | Cmemt s Fi | GHTW | G009 | Q0 | RaLi; | Q800 | DN
GEL | G | TGW | 00 | | Vs Commm Ve | 6T | 10 | 0O | 0TS | 000 | WA |
[T BT R Sl b0 | 0% | e
[T B R Mk BT L O [ 0% | BUR
7L OGRIE ) GR | IRe A [ LN AN
4.1 Graphical representation:
Breast Cancer Data Set
Before Filling Afrer Filling

-
P
P
-

-
=
e
i
T

-
-

Comart Cama it Conven
-



Vol. 3, Special Issue 20, April 2016

Credit Analysis Data Set

Bafure Filling After Filling
Adult Data Set
Esfors Filling Afier Filling
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Fig 4: Graphical representation for performance
measure

V. CONCLUSION

Methods based on multiple ways of imputation on
handling missing values coupled with support vector
machine classifier is found to be the most suited
technique for the imputation of missing values handled
to a significant enhancement of different procedures
and from the above performance measure predicts the
better results for mean and most common value.
Therefore Classification accuracy of SVM with kernel
function is very much predictable for the missing
values imputed by the sequential methods for the
mixed attribute data set.
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