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Abstract: 
 
In the field of computational intelligence, Extreme Learning Machines have generated a lot of interest amongst the 

researchers. This is mainly due to its training speed, simplicity and ease of use. Their ability to solve 

computationally complex problems with ease coupled with ability to avoid problems related to local minima, 

generally encountered in the conventional computational techniques has led to the popularity of the Extreme 

Learning machines. These are now finding applications for solution of a galaxy of problems related to classification, 

regression, pattern recognition, forecasting and diagnosis, image processing, besides many others. This paper 

examines the current state of research in the field of Extreme Learning machines. It discusses the major 

developments and advances in ELM and serves as a preliminary point for the new researchers in the arena of ELM. 
 
Keywords: Computational Intelligence, Extreme Learning Machines, Learning algorithms, Single hidden layer feed-

forward ANN. 
 
Introduction 
 
The last decade or so has witnessed enormous research in the field of machine learning to solve computationally 
complex problems. However, one of the drawbacks of the conventional methods of machine learning algorithms has 
been their underlying assumption of the training as well as the testing samples possessing the same data distribution. 
 
Feed Forward Neural Networks have been widely used for different applications in the past decade. Their ability to 

approximate complex nonlinear mappings from the input samples and offer models for a variety of natural occurring 

as well as artificial phenomenon, which the other conventional parametric techniques find it hard to handle, has led 

to the popularity of the Feed forward ANNs. However, one of the major drawbacks of these neural networks has 

been the interdependency amongst the various parameters of these networks. The tuning of these interdependent 

parameters is a time consuming process which in turn makes these networks relatively slower in speed. Single 

hidden layer feed forward Artificial Neural Networks have been extensively studied by the researchers for their 

learning abilities and fault tolerant capabilities[1-6]. A majority of the learning algorithms employed for training 

these networks are relatively slow and also have a tendency to get stuck in the local minima.ELMs have been 

developed to improve the efficiency of the SLFANNs.Unlike the conventional learning algorithms which require 

manual tuning of the parameters like the learning rate, learning epochs etc., the ELMs are implemented 

automatically without the intervention of the users.  
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 1: Single Layer Feed Forward Artificial Neural Network 
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In ELMS, the learning parameters of the hidden nodes can be independently assigned randomly and the output 

weights can also be determined through a simple generalized operation. The training phase in the ELMs can thus be 

accomplished easily and speedily. ELMs have been found to achieve good generalization performance. Moreover, 

ELMS have been found to be good universal approximators with additive activation function [7-9]. These 

characteristics have enabled application of ELMs to a large number of real world applications like regression, image 

processing, forecasting, classification etc. [10-14]. 
 

Basic ELM Algorithm: 
 
Extreme learning machine (ELM) is a learning method for training single hidden layer feed-forward ANN 

(SLFANN), which generates input weights and biases randomly. Later, the output weights are calculated 

analytically [15].Fig 2 depicts the architecture of Extreme Learning Machine.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 2: Architecture of Extreme Learning Machine 
 

For a network with m neurons in the hidden layer and the input layer with n neurons denoted by xi, the k number of 

outputs in the output layer denoted by yk can then be mathematically expressed as [16] 
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, are the input weights, , are the output weights. The bias of the hidden layer neurons is denoted by while the activation function for the network is denoted by g. The mathematical model expressed above can be rewritten as: 

 
H = y 

 
Where H is the hidden layer output matrix and can be expressed as: 
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Here, the only unknown parameters are , the output weights, which then can be found using the Moore-Penrose 

equation given by: ’ = H
+
 y 
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Here, H
+
 is the Moore-Penrose inverse matrix of H [17]. 

 
The basic steps followed for use of ELM network for the purpose of classification are depicted in Fig 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 3: Process followed for developing ELM network for classification purpose. 
 
The algorithmic steps followed for Extreme Learning Machine are listed below: 
 
Input: Given a set of samples for training, N ={(xi,ti)| xi∈ , ∈ , = 1, 2, 3, … … … . , }, activation function g(x) and N’ hidden number of nodes. 
 
Output: the output weight β 
 

1. Randomly assign input weights wi and bias bi , i= 1, 2, ……., N’ 

2. Calculate the hidden layer output matrix H: 
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3. Calculate the output weight:   ’ = H
+
 y 

 

Where H
+
 is the Moore-Penrose inverse matrix of T =[t1,……,tN]’ 

 

Advances in Extreme Learning Machine Algorithm 
 
Huang et al [18] proposed the original ELM for SLFANNs wherein values for weights and biases were assigned 
randomly. The output was calculated through mathematical transformation. Over the years a number of variants of 

ELM have been proposed 
 
Incremental ELM (I-ELM): Huang et al [19] proposed an incremental ELM in which nodes of the hidden layer 

were added to the hidden layer one. I-ELM added nodes randomly to the hidden layer one by one. The output 

weights of the existing hidden nodes were freezed when a new hidden node was added. I-ELM is not only efficient 

for SLFANN with continuous activation functions, but also for SLFNs with piecewise continuous activation 

functions. 
 
Convex Incremental ELM (CI-ELM):CI-ELM [20] recalculated the output weights of the existing hidden nodes 

after a new hidden node was added. CI-ELM could achieve faster convergence rates and more compact network 

architectures than I-ELM while retaining the I-ELM’s simplicity and efficiency. 
 
Enhanced Incremental ELM (EI-ELM): EI-ELM [21]allowed maximum number of hidden nodes, no control 
parameters need to be manually set by users. Different from the original I-ELM, EI-ELM picked the optimal hidden, 
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node which led to the smallest residual error at each learning step among several randomly generated hidden nodes.  
EI-ELM could achieve faster convergence rate and much more compact network architect. 
 
Error Minimized ELM: Feng et al [22] proposed error minimized ELM. These are capable of growing hidden 

nodes one by one or group by group to automatically determine the number of hidden nodes in generalized 

SLFANNs. In the mean time, the output weights are updated regularly and this leads to considerable reduction of 

computational complexity. The EM-ELMs are therefore considered to be efficient implementation of the original 

ELM. Some of the areas where EM-ELMs have been successfully implemented include real benchmark regression 

and classification problems. 
 
Two Stage ELMs (TS-ELM):Lan et al. [23] introduced a systematic two stage algorithm (named TS-ELM). In the 

first stage, a forward recursive algorithm was applied to select the hidden nodes from the candidates randomly 

generated in each step and add them to the network until the stopping criterion was met. In the second stage, the 

selected hidden nodes were reviewed to eliminate the insignificance nodes from the network, which drastically 

reduced the network complexity. TS-ELM with smaller network structure could achieve better or equivalent 

performance to EI-ELM. 
 
Online Sequential ELMs (OS-ELM):Liang et al. [24] presented a sequential learning algorithm referred to as 

online sequential extreme learning machine (OS-ELM), which can handle both additive and RBF nodes in a unified 

framework. In OSELM with additive nodes, the input weights linking the input nodes to hidden nodes and biases 

were randomly generated, and then, the output weights were analytically determined based on the output of hidden 

nodes. Unlike other sequential learning algorithms, OS-ELM only required the number of hidden nodes to be 

specified as the conventional ELM. 
 
Ordinal ELM (O-ELM):Deng et al. [25] presented an encoding based ordinal regression framework and three 

ELM-based ordinal regression algorithms. The paper designed an encoding-based framework for ordinal regression 

which included three encoding schemes: single multi-output classifier, multiple binary classifications with one-

against-all decomposition method, and one-against-one method. Based on the framework, the SLFN was redesigned 
for ordinal regression problems, and the algorithms were trained by the extreme learning machine. 
 
Symmetrical ELM (S-ELM):Li et al.[26] proposed a fully complex extreme learning algorithm(named C-ELM). In 

C-ELM, the ELM algorithm was extended from the real domain to the complex domain. Similar to ELM, the input 

weights and hidden layer biases of C-ELM were randomly chosen based on some continuous distribution 

probability, and then, the output weights were simply analytically calculated instead of being iteratively tuned. Then, 
C-ELM is used for equalization of a complex nonlinear channel with QAM signals. 
 

Conclusion 
 
The paper presents Extreme Learning Machine and its various variants as a result of the advances made in this field. 

The paper introduces Extreme Learning machines as an invaluable tool for problems like classification and 

regression which can be solved using the ELMs using less computational time, higher accuracy, greater ease and 

less complexity as compared to the other conventional techniques such as Back Propagation Artificial Neural 

Networks etc. The researchers can use this tool for further research in solving data of high dimensionality and 

exploring further its universal approximation capability which makes it a very efficient learning algorithm to 

implement. 
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